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1
IMAGE PICKUP APPARATUS AND CONTROL
METHOD THEREFOR

This is a continuation of U.S. patent application Ser. No.
12/863,785, filed Jul 21, 2010, which is a national stage of
PCT/IP2009/055550, filed Mar 13, 2009.

TECHNICAL FIELD

The present invention relates to an image pickup apparatus
which picks up an image of an object by using a strobe, and a
control method therefor.

BACKGROUND ART

With an image pickup apparatus such as a digital camera,
strobe photographing has been conventionally carried out,
which irradiates an object with a flash by using a strobe which
is so-called a flash unit, to thereby photograph the object.

In the strobe photographing, generally, because of strobe
light distribution characteristics, a flash is not uniformly dis-
tributed onto the object. Therefore, the object may look
brighter at its center and darker at its periphery, or the object
may look brighter as it is nearer, and darker as it is farther
because it is unreachable by the flash.

Conventionally available techniques regarding strobe pho-
tographing are, for example, disclosed in Japanese Patent
Application Laid-Open Nos. H11-331575,2003-283922, and
2005-354167. Specifically, Japanese Patent Application
Laid-Open No. H11-331575 discusses an image processing
technique of obtaining, in portrait photographing with a wall
set as a background, a distance of a person as a main object
from information of the object, and correcting brightness
based on light distribution characteristics in strobe photo-
graphing. Japanese Patent Application Laid-Open No. 2003-
283922 discusses a technique of correcting an image based on
light distribution characteristics including lens characteristics
in strobe photographing. Japanese Patent Application Laid-
Open No. 2005-354167 discusses a technique of correcting
an image according to light distribution characteristics
dependent on an object distance on the basis of pieces of
distance measurement information of some places in strobe
photographing.

However, the conventional techniques discussed in Japa-
nese Patent Laid-Open Nos. H11-331575, 2003-283922, and
2005-354167 have had difficulties of removing local light
distribution unevenness caused by the strobe (flash unit),
from an image photographed by the strobe photographing.

DISCLOSURE OF THE INVENTION

To solve the problem, the present invention provides a
technique of removing local light distribution unevenness
caused by a flash unit, from an image photographed by using
the flash unit.

According to an aspect of the present invention, an image
pickup apparatus comprises a flash unit which emits a flash to
an object; a first image obtaining unit which converts an
optical image of the object formed by an optical unit into an
electric signal to obtain a first image regarding photographing
of'the object; a second image obtaining unit which inverts the
optical image of the object into an electric signal to obtain a
second image for measurement of distance distribution of the
object; a distance measurement unit which measures a dis-
tance from the object for each image area of the first image on
the basis of the second image; a storing unit which stores light
distribution characteristic data regarding light distribution
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2

characteristics of the flash unit; and a correction unit which
corrects the first image on the basis of the distance from the
object measured by the distance measurement unit for each
image area and the light distribution characteristic data cor-
responding to the distance of the object.

According to another aspect of the present invention, a
control method for an image pickup apparatus including a
flash unit for emitting a flash to an object and a storing unit for
storing light distribution characteristic data regarding light
distribution characteristics of the flash unit, comprises: a first
image obtaining step of converting an optical image of the
object formed by an optical unit into an electric signal to
obtain a first image regarding photographing of the object; a
second image obtaining step of converting the optical image
of'the object into an electric signal to obtain a second image
for measurement of distance distribution of the object; a
distance measurement step of measuring a distance from the
object for each image area of the firstimage on the basis of the
second image; and a correction step of correcting the first
image on the basis of the distance from the object measured in
the distance measurement step for each image area and the
light distribution characteristic data corresponding to the dis-
tance of the object.

Further features of the present invention become apparent
from the following description of an exemplary embodiment
with reference to the attached drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram illustrating an example of an
internal configuration of a digital camera (image pickup
apparatus) according to an embodiment of the present inven-
tion.

FIG. 2is a flowchart illustrating an example of a processing
procedure in a control method for the digital camera (image
pickup apparatus) according to the embodiment of the present
invention.

FIGS. 3A, 3B and 3C are schematic diagrams each illus-
trating an example of a basic pixel array of a general image
pickup element.

FIGS. 4A and 4B are schematic diagrams each illustrating
an example of a basic pixel array of an image pickup element
according to the embodiment of the present invention.

FIGS. 5A and 5B are schematic diagrams each illustrating
an example of a pixel structure of an image sensor (color
pixel) of the image pickup element according to the embodi-
ment of the present invention.

FIGS. 6A and 6B are schematic diagrams each illustrating
an example of a pixel structure of the image sensor (color
pixel) of the image pickup element according to the embodi-
ment of the present invention.

FIG. 7 is a schematic diagram illustrating an example of a
pixel array of the image pickup element according to the
embodiment of the present invention.

FIGS. 8A and 8B are schematic diagrams each illustrating
an example of a pixel structure of a distance measurement
pixel S1 illustrated in FIG. 7.

FIGS. 9A and 9B are schematic diagrams each illustrating
an example of a pixel structure of a distance measurement
pixel S2 illustrated in FIG. 7.

FIGS. 10A and 10B are conceptual diagrams of detection
of image deviation caused by an out-of-focus state of the
image pickup element according to the embodiment of the
present invention.

FIG. 11 is a schematic diagram illustrating a modified
example of a pixel array of the image pickup element accord-
ing to the embodiment of the present invention.
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FIG. 12 is a schematic diagram illustrating a modified
example of a pixel array of the image pickup element accord-
ing to the embodiment of the present invention.

FIG. 13 is a schematic diagram illustrating a modified
example of a pixel array of the image pickup element accord-
ing to the embodiment of the present invention.

FIG. 14 is a conceptual diagram of focus detection of the
digital camera (image pickup apparatus) according to the
embodiment of the present invention.

FIG. 15 is a conceptual diagram of focus detection of the
digital camera (image pickup apparatus) according to the
embodiment of the present invention.

FIG. 16 is a schematic diagram illustrating a status of pixel
signals read from row groups respectively including the dis-
tance measurement pixels S1 and S2 of the image pickup
element according to the embodiment of the present inven-
tion.

FIGS. 17A and 17B are schematic diagrams each illustrat-
ing an example of a pixel structure of a distance measurement
pixel of the image pickup element according to the embodi-
ment of the present invention.

FIGS. 18A and 18B are schematic diagrams illustrating
light-shielding layers in the distance measurement pixels S1
and S2 of the image pickup element according to the embodi-
ment of the present invention.

FIG. 19 is a schematic diagram illustrating an example of a
pixel array of the image pickup element according to the
embodiment of the present invention.

FIGS. 20A and 20B are schematic diagrams each illustrat-
ing an example of a distance measurement pixel of the image
pickup element according to the embodiment of the present
invention.

FIG. 21 is a schematic diagram illustrating a status of
strobe photographing of an object which uses the digital
camera (image pickup apparatus) according to the embodi-
ment of the present invention.

FIG. 22 is a schematic diagram illustrating an example of a
photographed image when the strobe photographing of the
object illustrated in FIG. 21 is carried out.

FIG. 23 is a schematic diagram illustrating an example of
object distance distribution in the strobe photographing of the
object illustrated in FIG. 21.

FIGS. 24A, 24B, 24C, 24D and 24E are schematic dia-
grams illustrating strobe light distribution characteristics.

FIGS. 25A and 25B are schematic diagrams each illustrat-
ing an example of strobe light distribution characteristics
based on a zoom position.

FIG. 26 is a schematic diagram illustrating an example of
strobe light distribution characteristics.

FIG. 27 is a schematic diagram illustrating an example of a
correction gain in the case of the strobe light distribution
characteristics illustrated in FIG. 26.

FIG. 28 is a schematic diagram illustrating an example of a
photographed image when photographing of the object illus-
trated in FIG. 21 is carried out.

FIG. 29 is a schematic diagram illustrating an example of
object distance distribution of a horizontal image portion
illustrated in FIG. 28.

FIG. 30 is a schematic diagram illustrating an example of a
correction gain in the horizontal image portion illustrated in
FIG. 28.

FIG. 31 is a schematic diagram illustrating an example of a
photographed image after correction processing performed
for the photographed image illustrated in FIG. 22.

FIG. 32 is a schematic diagram illustrating an example of a
degree of in-focus when an iris aperture is wide.
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FIG. 33 is a schematic diagram illustrating an example of a
degree of in-focus when the iris aperture is narrow.

FIG. 34 is a schematic diagram illustrating an example of a
degree of in-focus for the horizontal image portion illustrated
in FIG. 28.

FIG. 35 is a flowchart illustrating an example of a detailed
processing procedure in image correction processing of Step
S6 illustrated in FIG. 2.

FIG. 36 is a schematic diagram illustrating an example of
object distance distribution in the horizontal image portion
illustrated in FIG. 28.

FIG. 37 is a schematic diagram illustrating an example of a
degree of in-focus in the horizontal image portion illustrated
in FIG. 28.

FIG. 38 is a schematic diagram illustrating an example of a
menu setting screen regarding correction processing in strobe
light distribution characteristics.

FIG. 39 is a schematic diagram illustrating an example of a
menu setting screen regarding the correction processing in
the strobe light distribution characteristics.

FIG. 40 is a flowchart illustrating an example of proceeding
processing to the flowchart of FIG. 2 when various settings
are made on the menu setting screens illustrated in FIGS. 38
and 39.

BEST MODE FOR CARRYING OUT THE
INVENTION

A preferred embodiment of the present invention will now
be described in detail in accordance with the accompanying
drawings.

An embodiment of the present invention is described below
by way of an example where a digital camera is applied as an
image pickup apparatus of the present invention.

FIG. 1 is a block diagram illustrating an example of an
internal configuration of the digital camera (image pickup
apparatus) according to the embodiment of the present inven-
tion.

A digital camera 100 of this embodiment includes an iris
101, a photographing lens 102, an image pickup element 103,
an A/D conversion unit 104, a development processing unit
105, a pupil-divided image phase difference distance mea-
surement unit 106, a lens control unit 107, an exposure con-
trol unit 108, and an iris control unit 109. The digital camera
100 of this embodiment further includes a strobe control unit
110, a strobe 111, a strobe light distribution characteristic
storing unit 112, a correction unit 113, an operation input unit
114, a compression processing unit 115, and an image data
storing unit 116. The correction unit 113 includes a correction
gain calculation unit 113a and a correction processing unit
1135.

The iris 101 adjusts an amount of light to be guided into the
digital camera 100, and its aperture diameter can be changed
based on photographing conditions. This iris 101 is controlled
by the iris control unit 109.

The photographing lens 102 has a function of guiding an
optical image of an object to the image pickup element 103,
and includes one or a plurality of lenses including a focus
lens. The photographing lens 102 is controlled by the lens
control unit 107.

The image pickup element 103 includes pixels two-dimen-
sionally arranged on the same plane. In each pixel, the image
pickup element 103 converts the optical image (object image)
of the object guided by the photographing lens 102 into an
electric signal (image signal) of an analog signal to pick up an
image of the object. The image pickup element 103 includes,
for example, a CCD sensor or a CMOS sensor.
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The A/D conversion unit 104 converts the image signal of
the analog signal output from the image pickup element 103
into an image signal of a digital signal.

The development processing unit 105 converts the image
signal output from the A/D conversion unit 104 from an RGB
signal into a YUYV signal to perform development processing.

The pupil-divided image phase difference distance mea-
surement unit 106 performs processing of measuring a dis-
tance from the object for each image area of the photographed
image based on a pixel signal from a distance measurement
pixel disposed in the image pickup element 103. Specifically,
the pupil-divided image phase difference distance measure-
ment unit 106 extracts the pixel signal from the distance
measurement pixel disposed in the image pickup element
103, from an output of the A/D conversion unit 104, and
obtains object distance distribution of an image photographed
within an angle of view based on pupil-divided images A and
B.

The lens control unit 107 controls a focus lens of the
photographing lens 102 according to distance measurement
information obtained by the pupil-divided image phase dif-
ference distance measurement unit 106.

The exposure control unit 108 determines photographing
conditions to enable photographing with appropriate expo-
sure, based on the image signal output from the A/D conver-
sion unit 104.

The iris control unit 109 controls the iris 101 according to
the photographing conditions (exposure conditions) deter-
mined by the exposure control unit 108.

The strobe control unit 110 controls the strobe 111 accord-
ing to the photographing conditions (exposure conditions)
determined by the exposure control unit 108.

The strobe 111 emits a flash to the object when necessary
due to underexposure or the like under control of the strobe
control unit 110.

The strobe light distribution characteristic storing unit 112
stores strobe light distribution characteristic data indicating
light distribution characteristics of the strobe 111 character-
ized by zoom and focus positions of the photographing lens
102, an iris value of the iris 101, or an object distance.

The correction unit 113 performs correction processing of
the photographed image on the basis of a distance of the
object in each image area of the photographed image mea-
sured by the pupil-divided image phase difference distance
measurement unit 106, and the light distribution characteris-
tic data stored in the strobe light distribution characteristic
storing unit 112.

The correction gain calculation unit 113a of the correction
unit 113 calculates a gain when the photographed image data
is corrected based on the zoom and focus positions of the
photographing lens 102, the object distance distribution of the
image photographed within the angle of view, in-focus con-
ditions based on the iris value of the iris 101, and the strobe
light distribution characteristic data.

The correction processing unit 1135 of the correction unit
113 performs correction processing of the photographed
image data on the basis of the gain calculated by the correc-
tion gain calculation unit 113a.

The operation input unit 114 enters input information
entered by a user to the correction unit 113. For example, the
operation input unit 114 includes a display screen for display-
ing a menu setting screen, and enters input information to the
correction unit 113 via the menu setting screen.

The compression processing unit 115 performs processing
of compressing the photographed image data corrected by the
correction unit 113.
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The image data storing unit 116 stores the image data
compressed by the compression processing unit 115.

FIG. 2is a flowchart illustrating an example of a processing
procedure of a control method for the digital camera (image
pickup apparatus) according to the embodiment of the present
invention. Specifically, FIG. 2 mainly illustrates a processing
procedure regarding image correction during strobe photo-
graphing.

First, in Step S1, for example, the correction unit 113
determines whether to carry out strobe photographing, on the
basis of input information entered from the operation input
unit 114. If a result of the determination indicates that strobe
photographing is not carried out (S1/NO), the processing of
the flowchart is finished.

On the other hand, if a determination result of Step S1
indicates that strobe photographing is carried out (SI/YES),
the strobe 111 emits a flash to an object to photograph the
object by the photographing lens 102 or the image pickup
element 103. Thus, photographed image data of the object in
the strobe photographing is obtained. Then, the process pro-
ceeds to Step S2.

In Step S2, the lens control unit 107 detects a current zoom
position of the photographing lens 102 and a current focus
position (focus lens position) of the photographing lens 102.
Then, the correction gain calculation unit 1134 of the correc-
tion unit 113 obtains zoom position information regarding the
current zoom position of the photographing lens 102 and
focus position information (focus lens position information)
regarding the current focus position of the photographing lens
102 from the lens control unit 107.

In Step S3, the exposure control unit 108 obtains, from the
iris control unit 109, iris value information regarding a current
iris value of the iris 101 detected by the iris control unit 109.
The correction gain calculation unit 113a obtains the iris
value information regarding the current iris value of the iris
101 from the exposure control unit 108.

In Step S4, the correction gain calculation unit 113«
obtains object distance distribution information regarding the
object distance distribution measured by the pupil-divided
image phase difference distance measurement unit 106. The
object distance distribution information obtained by the
pupil-divided image phase difference distance measurement
unit 106 is described below.

In Step S5, the correction gain calculation unit 1134 cal-
culates an image correction gain on the basis of different
types of information obtained in Steps S2 to S4 and the strobe
light distribution characteristic data stored in the strobe light
distribution characteristic storing unit 112. The strobe light
distribution characteristic data and the method of calculating
the image correction gain by the correction gain calculation
unit 113a are described below in detail.

In Step S6, the correction processing unit 1135 of the
correction unit 113 performs processing of correcting the
photographed image data obtained by the strobe photograph-
ing of Step S1 by using the image correction gain calculated
by the correction gain calculation unit 1134a. The correction
processing ofthe correction processing unit 1135 is described
below in detail.

Subsequently, the photographed image data corrected by
the correction unit 113 is compressed by the compression
processing unit 115 to be stored in the image data storing unit
116. Then, the processing of the flowchart is finished.

Steps S7 and S8 illustrated in FIG. 2 enable insertion of
determination processing as to whether to proceed from Step
S1 to Step S2 under conditions described later. Steps S7 to S9
illustrated in FIG. 2 are described below in detail referring to
FIG. 40.
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Phase Difference AF by Distance Measurement Pixel Dis-
posed in Image Pickup Element 103

Next, auto-focus (phase difference AF) of a phase differ-
ence system according to this embodiment is described. First,
referring to FIGS. 3A to 3C and FIGS. 4A and 4B, a pixel
array of the image pickup element 103 that is a basis for phase
difference AF is described.

FIGS. 3A to 3C are schematic diagrams each illustrating an
example of a basic pixel array of a general image pickup
element. FIGS. 4A and 4B are schematic diagrams each illus-
trating an example of a basic pixel array of the image pickup
element 103 according to the embodiment of the present
invention.

First, the basic pixel array of the general image pickup
element illustrated in FIGS. 3A to 3C is described. Each of
FIGS. 3A to 3C illustrates a color array included in a basic
unit portion of an area sensor where a basic unit is 2 pixelsx2
pixels. FIG. 3A illustrates a so-called Bayer array, which is
referred to as a pure color Bayer array below. FIG. 3B illus-
trates an example where the Bayer array is applied to a
complementary color filter, which is referred to as a comple-
mentary color Bayer array below. FIG. 3C illustrates three
complementary color filters with G, which is referred to as a
complementary color array with G below.

As a generally known basic pixel array, in addition to the
basic pixel arrays illustrated in FIGS. 3A to 3C, for example,
there is a complementary color checkered array of a unit of 2
pixelsx4 pixels, which is often used as an image pickup
element for a video movie camera. As another generally
known basic pixel array, for example, there is a complemen-
tary color checkered array of 2 pixelsx8 pixels (refer to Japa-
nese Patent Application Laid-Open No. H09-46715). The
color pixel arrays of 2 pixelsx4 pixels and 2 pixelsx8 pixels
are more advantageous as area sensors for processing moving
images (videos performing interlace scanning). As a camera
for processing still images, the array of 2 pixelsx2 pixels is
more advantageous in that signal processing can be simplified
and a high-quality image can be obtained. The area sensor
with 2 pixelsx2 pixels set as a basic unit is described below.
However, this arrangement can be applied to the area sensors
having color pixel arrays of 2 pixelsx4 pixels and 2 pixelsx8
pixels.

Next, referring to FIGS. 4A and 4B, the basic pixel array of
the image pickup element 103 of this embodiment is
described. FIG. 4A illustrates a pixel array in the case of a
pure color Bayer array, while F1G. 4B illustrates a pixel array
in the case of'a complementary color Bayer array or a comple-
mentary color array with G.

In FIGS. 4A and 4B, a portion “S” is a function sensor cell
(distance measurement pixel) for reading photometry data
regarding distance measurement for AF. In the image pickup
element 103 of this embodiment, a distance measurement
pixel equivalent to an AF sensor is included in the image
pickup element 103 itself, and distance measurement for AF
of the digital camera is carried out by reading a signal from
the image pickup element 103. Through this arrangement,
this embodiment enables highly accurate AF. There is no need
to dispose any other AF sensors, and hence a compact and
low-cost digital camera can be provided.

Next, a pixel (distance measurement pixel) to detect pho-
tometry data for AF distance measurement and the image
pickup element 103 including the distance measurement
pixel according to this embodiment is described.

As an image pickup element for a digital still camera of a
large number of pixels, mainly, an interline-type CCD or a
full-frame type CCD is used. The interline-type CCD is often
used for a low-cost camera equal to or less than a 24-inch
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optical system, while the full-frame type CCD is often used
for a high-cost camera equal to or more than a 1-inch optical
system. A biggest difference between these types is that sig-
nal charges can be read even if a light enters the image pickup
element in the case of the interline-type CCD while no signal
charge can not be read unless a mechanical shutter disposed in
the front of the image pickup element is closed in the case of
the full-frame type CCD.

The inventors of the present invention have offered a solu-
tion by proposing a improved full-frame type CCD of a struc-
ture which includes a storage unit for storing charges of a few
lines between an image area of the full-frame type CCD and
ahorizontal CCD. The inventors of the present invention have
offered a partial reading driving method for AF in an opened
state of the mechanical shutter based on the improved full-
frame type CCD. Additionally, the inventors of the present
invention have offered a method of partially reading only a
part of the image area necessary for AF, at high speed (high-
speed clearing method for signal charges other than necessary
portion) in the case of the interline-type CCD.

Thus, both in the interline-type CCD and in the full-frame
type CCD (improved type), signal charges of an area includ-
ing the distance measurement pixel set in the image area can
be read without opening/closing the mechanical shutter many
times within a short period of time. An example of the
embodiment using the improved full-frame type CCD is
described below. However, the example can be applied to the
interline-type CCD.

Before description of the distance measurement pixel, the
image sensor (color pixel) of the image pickup element 103 is
described.

FIGS. 5A and 5B are schematic diagrams each illustrating
an example of a pixel structure of the image sensor (color
pixel) of the image pickup element 103 according to the
embodiment of the present invention. FIG. 5A illustrates a
structure of the pixel of the image sensor of the image pickup
element 103 when viewed from the top, while FIG. 5B illus-
trates a pixel structure of a section cut on the line I-I' of FIG.
5A and its potential profile. Specifically, each of FIGS. 5A
and 5B mainly illustrates a photoelectric conversion unit in
the pixel of the image sensor.

In FIGS. 5A and 5B, a clock gate electrode 201 is made of,
for example, light-transparent polysilicon. A semiconductor
layer surface under the clock gate electrode 201 is a clock
phase area. The clock phase area is divided into two areas by
ionimplantation. One is a clock barrier area 202, and the other
area is a clock well area 203 formed by implanting ions so as
to set higher potential than in the clock barrier area 202.

A virtual gate 204 is for fixing channel potential by forming
aP* layer in the semiconductor layer surface, and this formed
area is a virtual phase area. The virtual phase area is divided
into two areas by implanting N-type ions to a layer deeper
than the P* layer. One is a virtual barrier area 205, and the
other is a virtual well area 206.

An insulation layer 207 is made of, for example, an oxide
film, and disposed between the electrode and the semicon-
ductor layer. A channel stop area 208 is for isolating a channel
of'each VCCD.

Though not illustrated in FIGS. 5A and 5B, a function of
preventing a blooming phenomenon where charges overflow
into an adjacent pixel to generate a false signal when a strong
light enters, is added. Its representative method is a method
where a horizontal overflow drain is disposed. Specifically, a
drain including an N* layer is disposed adjacently to each
VCCD and an overflow drain barrier is disposed between the
overflow drain and a charge transfer channel. In other words,
charges exceeding a height of the overflow drain barrier are
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swept away by the drain. The height of the overflow drain
barrier is fixed by ion implantation. However, disposing an
electrode (overflow drain barrier electrode) on the overflow
drain barrier enables changing of the height under control of
a value of a voltage (VOD) applied to the drain electrode.

For VCCD transfer, an arbitrary pulse is added to the clock
gate electrode 201, and potential of the clock phase area is
moved up and down with respect to potential of the virtual
phase area, thereby transferring charges toward the horizontal
CCD. A concept of the charge movement is indicated by
“—0” of FIG. 5B.

The pixel structure of the image sensor of the image pickup
element 103 has been described. A pixel structure of the
storage unit described above is similar. However, in the area
of the storage unit, the pixel upper part is aluminum light-
shielded, eliminating the necessity of preventing blooming.
Thus, an overflow drain is omitted. An H-CCD has a virtual
phase structure, and a layout of a clock phase area and a
virtual phase area is configured so that charges can be
received from the VCCD and transferred horizontally.

FIGS. 6A and 6B are schematic diagrams each illustrating
an example of a pixel structure of the image sensor (color
pixel) of the image pickup element 103 according to the
embodiment of the present invention. Specifically, FIGS. 6A
and 6B illustrate the pixel structure of the image sensor which
includes a color filter in an upper part of the pixel structure
(mainly, photoelectric conversion unit) illustrated in FIGS.
5A and 5B. In FIGS. 6 A and 6B, components similar to those
of FIGS. 5A and 5B are denoted by similar reference numer-
als. FIG. 6A illustrates the structure when the pixel of the
image sensor of the image pickup element 103 is seen from
the top, and FIG. 6B illustrates the structure of the pixel of a
section cut on the line 6B-6B of FIG. 6A.

A passivation layer 209 is a passivation layer of the semi-
conductor layer surface formed in the pixel structure illus-
trated in FIGS. 5A and 5B. A metal layer 210 is a metal layer
(metal light-shielding layer) formed between the pixel struc-
ture illustrated FIGS. 5A and 5B and a color filter 212 to
prevent mixing of colors. The metal layer 210 may include a
black pigment layer made of the same material as that of the
color filter 212. A smoothing layer 211 is for smoothing a
surface of the color filter 212. The color filter 212 includes
one of pure colors or one of complementary colors. A passi-
vation layer 213 is for protecting the color filter 212.

Next, a pixel array in a case where a pixel (distance mea-
surement pixel) for detecting AF distance measurement data
is configured in the image pickup element 103 including a
full-frame type CCD is described.

FIG. 7 is a schematic diagram illustrating an example of a
pixel array of the image pickup element 103 according to the
embodiment of the present invention. In FIG. 7, a normal
Bayer array sensor includes a line having a plurality of dis-
tance measurement pixels S1 and a line having a plurality of
distance measurement pixels S2 arranged side by side.

Pixel structures of the distance measurement pixels S1 and
S2 illustrated in FIG. 7 are described. FIGS. 8A and 8B are
schematic diagrams each illustrating an example of the pixel
structure of the distance measurement pixel S1 illustrated in
FIG. 7. FIG. 8A illustrates the structure when the distance
measurement pixel S1 is seen from the top, and FIG. 8B
illustrates the pixel structure of a section cut on the line ITI-I1T'
of FIG. 8A. In FIGS. 8A and 8B, components similar to those
of FIGS. 6A and 6B are denoted by similar reference numer-
als.
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The distance measurement pixel S1 includes no color filter
212 disposed in the image sensor (color pixel) illustrated in
FIGS. 6 A and 6B but a micro lens 216 disposed in its upper-
most part.

A light-shielding layer 214 is formed on the smoothing
layer 211 illustrated in FIGS. 8A and 8B. The light-shielding
layer 214 includes a smoothing layer 215 formed to form the
micro lens 216 on a plane. This smoothing layer 215 is made
of'the same material as that of the passivation layer 213 of the
image sensor illustrated in FIGS. 6A and 6B, and formed
through the same process as that of the passivation layer 213.
A characteristic configuration of the distance measurement
pixel S1 is that on the same plane of the color mixing preven-
tion light-shielding metal layer 210 in the image sensor illus-
trated in FIGS. 6A and 6B, the light-shielding layer 214
having an aperture unbalanced (eccentric) in one side (left-
ward) from a center of the photoelectric conversion area of the
pixel is configured.

FIGS. 9A and 9B are schematic diagrams each illustrating
an example of a pixel structure of the distance measurement
pixel S2 illustrated in FIG. 7. FIG. 9A illustrates the structure
when the distance measurement pixel S2 is seen from the top,
and FIG. 9B illustrates the pixel structure of a section cut on
the line IV-IV' illustrated in FIG. 9A. In FIGS. 9A and 9B,
components similar to those of FIGS. 8 A and 8B are denoted
by similar reference numerals.

In the distance measurement pixel S2 illustrated in FIGS.
9A and 9B, a light-shielding layer 214 is formed so that it can
be provided with an aperture in the same distance from a pixel
center in a direction opposite to that of the distance measure-
ment pixel S1 illustrated in FIGS. 8A and 8B.

In the image pickup element 103 including more than 1
million pixels, in the pixel array of FIG. 7, proximate optical
images are formed on the micro lens 206 so that the row
groups respectively including the distance measurement pix-
els S1 and S2 are considered as almost the same line. As long
as the photographing lens 102 for forming an optical image in
the image pickup element 103 is in-focus on the image pickup
element 103, an image signal (pixel signal) from the row
group including the distance measurement pixel S1 and an
image signal (pixel signal) from the row group including the
distance measurement pixel S2 match each other. If an image
forming point connecting a focus of the photographing lens
102 is before or after the image area of the image pickup
element 103, a phase difference is generated between the
image signal from the row group including the distance mea-
surement pixel S1 and the image signal from the row group
including the distance measurement pixel S2. In this case,
deviation directions of phases are opposite between when the
image forming point is before the image area and when it is
after the image area. In principle, this phase difference is
similar to the pupil-divided image phase difference AF
described in Japanese Patent Application Laid-Open No.
H09-43507. In other words, when the photographing lens 102
is viewed from the photoelectric conversion unit of the dis-
tance measurement pixel S1 and when the photographing lens
102 is viewed from the photoelectric conversion unit of the
distance measurement pixel S2, a pupil looks divided into left
and right around an optical center.

FIGS. 10A and 10B are conceptual diagrams of detection
of image deviation caused by an out-of-focus state of the
image pickup element 103 according to the embodiment of
the present invention. In FIGS. 10A and 10B, the distance
measurement pixels S1 and S2 match each other, and are
indicated by points A and B. For easier understanding, the
color pixel (image sensor) is omitted.
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A light from a specific point of the object is divided into a
light flux (®La) passed through a pupil of A to enter the point
A and a light flux (®Lb) passed through a pupil of B to enter
the point B. These two light fluxes are originally emitted from
one point (specific point of the object). Thus, as long as an
in-focus position of the photographing lens 102 is on the
image pickup element 103, as illustrated in FIG. 10A, the
light fluxes reach one point in the same micro lens 216.
However, as illustrated in FIG. 10B, if an in-focus position of
the photographing lens 102 is before the image pickup ele-
ment 103 by a distance x, phases deviate from each other by
20x. In this case, a reaching point deviates in an opposite
direction with the distance x.

According to this principle, an image (signal line based on
light intensity) formed by an A array and an image formed by
a B array match each other as long as the photographing lens
102 is in-focus, and phases deviate from each other if not
in-focus.

Based on this principle, the image pickup element 103 of
this embodiment is formed by incorporating distance mea-
surement pixels having micro lenses 216 of different aperture
positions in the basic pixel array. Specifically, the image
pickup element 103 is formed by disposing an area for adja-
cently arranging a row group of the basic pixel array includ-
ing the distance measurement pixel S1 having a first aperture
and a row group of the basic pixel array including the distance
measurement pixel S2 having a second aperture. According to
this embodiment, a phase deviation amount between image
signals from the row groups respectively including the dis-
tance measurement pixels S1 and S2 of this area is calculated
for detection to obtain an out-of-focus amount of the photo-
graphing lens 102. Moving a focus position of the digital
camera 100 by the obtained out-of-focus amount enables auto
focusing.

FIGS. 11, 12 and 13 are schematic diagrams each illustrat-
ing a modified example of a pixel array of the image pickup
element 103 according to the embodiment of the present
invention. FIGS. 11 to 13 illustrate ways of arranging the
distance measurement pixels S1 and S2 changed from that of
the pixel array illustrated in FIG. 7.

In the aforementioned example, the row group including
the distance measurement pixel S1 for detecting a first phase
and the row group including the distance measurement pixel
S2 for detecting a second phase slightly deviate from each
other. As described above, this arrangement poses no practi-
cal problems in the image pickup element 103 including more
than 1 million pixels. In the modified examples of FIGS. 11 to
13, the row groups for detecting the phases are brought closer
to the same place.

Specifically, FIG. 11 illustrates an alternate arrangement of
the distance measurement pixels S1 and S2 on the same line.
FIG. 12 illustrates an arrangement of row groups including
the distance measurement pixels S1 above and below the row
group including the distance measurement pixel S2 . In this
case, data of the row group including the distance measure-
ment pixel S1 equivalent to the row group including the
distance measurement pixel S2 is obtained by interpolation
between the row groups respectively including the distance
measurement pixel S1 and the distance measurement pixel S2
.FIG. 13 illustrates amodified example of FIG. 11, where two
row groups including the distance measurement pixels S1 and
S2 on the same line are disposed adjacently to each other, and
positions of the distance measurement pixels S1 and S2 are
opposite to each other between the two row groups.

Thus, the driving method of reading the pixel group (row
group including the distance measurement pixel) for gener-
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ating a phase difference signal and only a part thereof enables
high-speed and highly accurate AF.

In image processing for RAW data (CCD-ROW data;
direct information of each pixel) regarding an image photo-
graphed in the image pickup element 103, the distance mea-
surement pixels S1 and S2 are processed to obtain an image
by interpolation from the surrounding color pixels. Thus, the
image pickup element 103 can be realized, which can not only
fetch a photographed image but also read distance measure-
ment data for AF with almost no deterioration of image qual-
ity of the photographed image. On the presumption that such
interpolation processing is executed, in the case of a basic
pixel array of 2 pixelsx2 pixels similar to that of FIGS. 4A and
4B, with three color pixels, and one distance measurement
pixel, interpolation processing is simple, and image deterio-
ration is little troublesome. Needless to say, this arrangement
is applicable even in the case of a basic pixel array of 2
pixelsx4 pixels. In this case, a distance between the row group
including the distance measurement pixel S1 and the row
group including the distance measurement pixel S2 is larger
than that of 2 pixelsx2 pixels.

The case where the image pickup element 103 is the
improved full-frame type CCD has been described. The same
applies even when the image pickup element 103 is an inter-
line-type CCD, a frame transfer type CCD, or an X-Y address
type image pickup element.

Next, further improvable points of this embodiment are
described.

FIGS. 14 and 15 are conceptual diagrams of focus detec-
tion of the digital camera (image pickup apparatus) according
to the embodiment of the present invention. For easier under-
standing, the distance measurement pixels S1 and S2 are
illustrated on the same plane.

A light from a specific point of the object is divided into a
light flux (LL1) passing through a pupil of the distance mea-
surement pixel S1 to enter the distance measurement pixel S1
and a light flux (L.2) passing through a pupil of the distance
measurement pixel S2 to enter the distance measurement
pixel S2 . When the photographing lens 102 of the digital
camera 100 is in-focus, these two light fluxes are converged
on one point on the surface of the micro lens 216 as illustrated
in FIG. 14. In this case, the same optical image is exposed in
the distance measurement pixels S1 and S2 . Thus, an image
signal read from the row group including the distance mea-
surement pixel S1 and an image signal read from the row
group including the distance measurement pixel S2 are iden-
tical.

On the other hand, when the photographing lens 102 of the
digital camera 100 is out-of-focus, as illustrated in FIG. 15,
the light fluxes [.1 and L2 intersect each other at a position
different from the surface of the micro lens 216. It is pre-
sumed here that a distance between the surface of the micro
lens 216 and a intersection point of the two light fluxes, in
other words, a defocus amount, is x, and a deviation amount
between an image of the distance measurement pixel S1 and
an image of the distance measurement pixel S2 occurring at
this time is n. As illustrated in FIG. 15, a sensor pitch is d, a
distance between centers of gravity of two pupils is Daf, and
a distance from a principal point of the photographing lens
102 to a focus is u.

In this case, the defocus amount x is calculated by the
following equation (1):

x=nxdxu/Daf (€8]

The distance u is expected to be almost equal to a focal
length f of the photographing lens 102. The equation (1) is
accordingly represented by the following equation (2):

x=nxdxf/Daf @



US 9,338,365 B2

13

FIG. 16 is a schematic diagram illustrating a status of
image signals read from the row groups respectively includ-
ing the distance measurement pixels S1 and S2 of the image
pickup element 103 according to the embodiment of the
present invention. FIG. 16 illustrates, for example, the case
illustrated in FIG. 15.

Image deviation nxd occurs between the image signals
read from the row groups respectively including the distance
measurement pixels S1 and S2 . A deviation amount is
obtained between these two image signals, thereby obtaining
a defocus amount x by the equation (2). Moving the photo-
graphing lens 102 by a distance x based on the obtained
defocus amount x enables achievement of auto focusing.

To detect such image deviation, in the light that enters the
photographing lens 102, the light fluxes .1 and [.2 passing
through two different pupils have to be separated from each
other. According to this embodiment, pupil separation is car-
ried out by forming distance measurement pixels S1 and S2
having pupil separation functions in the image pickup ele-
ment 103.

FIGS. 17A and 17B are schematic diagrams each illustrat-
ing an example of a pixel structure of the distance measure-
ment pixel of the image pickup element 103 according to the
embodiment of the present invention. FIG. 17A illustrates the
structure when the distance measurement pixel is seen from
the top, and FIG. 17B illustrates the pixel structure of a
section cut on the line 17B-17B of FIG. 17A. The pixel
structure of the distance measurement pixel illustrated in
FIGS. 17A and 17B is, for example, similar to that illustrated
in FIGS. 9A and 9B.

FIG. 17B illustrates the micro lens 216, the light-shielding
layer 214, and an insulation layer 207 of a photoelectric
conversion element. A light enters the micro lens 216 from the
photographing lens 102. A light that enters the photoelectric
conversion element is only a light flux entering from a specific
direction limited by the light-shielding layer 214.

FIGS.18A and 18B are schematic diagrams illustrating the
light-shielding layers 214 in the distance measurement pixels
S1 and S2 of the image pickup element 103 according to the
embodiment of the present invention. FIG. 18A illustrates the
light-shielding layer 214 of the distance measurement pixel
S1 as illustrated in FIGS. 8 A and 8B. FIG. 18B illustrates the
light-shielding layer 214 of the distance measurement pixel
S2 as illustrated in FIGS. 9A and 9B.

As illustrated in FIGS. 18A and 18B, the light-shielding
layers 214 of the distance measurement pixels S1 and S2 are
disposed so that apertures thereof can be left-right symmetri-
cal. In this case, the apertures may be up-down symmetrical.
Thus, light fluxes from two pupil positions symmetrical
around an optical axis subject one of images formed on the
image pickup element 103 to photoelectric conversion by the
row group including the distance measurement pixel S1, and
the other to photoelectric conversion by the row group includ-
ing the distance measurement pixel S2 . This way, two images
of different pupil positions can be obtained.

FIG. 19 is a schematic diagram illustrating an example of a
pixel array of the image pickup element 103 according to the
embodiment of the present invention. FIG. 19 illustrates the
same pixel array as that of FIG. 7.

A color pixel of the image pickup element 103 illustrated in
FIG. 19 includes a color filter of R, G or B. In FIG. 19, R
indicates a color pixel having a red color filter, G indicates a
color pixel having a green color filter, and B indicates a color
pixel having a blue color filter. The distance measurement
pixels S1 and S2 include no color filters but the light-shield-
ing layers 214 and the micro lenses 216 as illustrated in FIG.
17B.
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To perform an auto focus operation, the row groups includ-
ing the distance measurement pixels S1 and S2 are read from
the image pickup element 103, thereby subjecting a signal
output from the image pickup element 103 to A/D conversion
at the A/D conversion unit 104. Then, for example, the pupil-
divided image phase difference distance measurement unit
106 generates images of the distance measurement pixels S1
and S2 based on obtained pixel values, and calculates a cor-
relation between the two images to obtain an image deviation
amount. The lens control unit 107 moves the photographing
lens 102 according to the image deviation amount obtained by
the pupil-divided image phase difference distance measure-
ment unit 106 to achieve an auto focus operation.

To perform photographing, first, an object image is
exposed on the image pickup element 103 to read a signal
from all the pixels of the image pickup element 103. The
image signal read from the image pickup element 103 is
subjected to A/D conversion at the A/D conversion unit 104 to
enter the development processing unit 105. The development
processing unit 105 discards pixel values read from the dis-
tance measurement pixels S1 and S2 , and generates pixel
values corresponding to the distance measurement pixels S1
and S2 from surrounding pixels instead, to thereby perform
interpolation processing. The development processing unit
105 performs development processing for image data by gen-
erating a luminance and color difference signal. Then, the
compression processing unit 115 compresses the image data
to store the compressed image data in the image data storing
unit 116.

As described above, according to the embodiment of the
present invention, the distance measurement pixels S1 and S2
include no color filter. Thus, no photographed image data can
be used, but a pixel value of this portion is subjected to
interpolation by using the surrounding pixels.

Interpolation processing during static image photograph-
ing may be carried out after the image data based on the image
signal is fetched into the memory (e.g., image data storing
unit 116). Interpolation processing during moving image
photographing or in an electronic viewfinder is carried out by
thinning out lines on the image pickup element 103 to prevent
processing delay because about 30 images are repeatedly read
from the image pickup element 103 per second during such
photographing.

Thus, reading of the lines including the distance measure-
ment pixels S1 and S2 is completed. In the digital camera 100,
for example, the pupil-divided image phase difference dis-
tance measurement unit 106 selects two specific lines from
among the read lines, and calculates a defocus amount from a
phase difference between the distance measurement pixels S1
and S2 . The lens control unit 107 drives, based on the defocus
amount obtained by the pupil-divided image phase difference
distance measurement unit 106, the photographing lens 102
to complete the auto focus operation.

Thus, according to the embodiment of the present inven-
tion, an image signal of a pixel read during reading in the
thinning mode includes no pixel signal of a distance measure-
ment pixel, and a pixel signal including a number of pixels
enough to generate a moving image can be read.

For example, dividing the pupil orthogonally to horizontal
and vertical directions of the image pickup element 103
enables improvement of in-focus accuracy by detecting phase
differences in both horizontal and vertical directions. Refer-
ring to FIGS. 20A and 20B, this arrangement is described
below.

FIGS. 20A and 20B are schematic diagrams each illustrat-
ing an example of a distance measurement pixel of the image
pickup element 103 according to the embodiment of the
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present invention. FIG. 20A illustrates a distance measure-
ment pixel (S) pupil-divided in the horizontal direction of the
image pickup element 103. FIG. 20B illustrates a distance
measurement pixel (S) pupil-divided in the vertical direction
of the image pickup element 103.

Distance measurement pixels similar to those illustrated in
FIGS. 20A and 20B are disposed at constant intervals all over
in the image pickup element 103. Then, for example, about
1% of all the pixels of the image pickup element 103 is
allocated to the distance measurement pixels. Vertical stripes
of'the object photographed in a normal position of the digital
camera 100 are for detecting a phase difference (defocus
amount) by the distance measurement pixel pupil-divided in
the horizontal direction (lateral direction). Horizontal stripes
of the object photographed in the normal position of the
digital camera 100 are for detecting a phase difference (defo-
cus amount) by the distance measurement pixel pupil-divided
in the vertical direction (longitudinal direction). Focusing by
using those phase differences (defocus amounts) enables
highly accurate setting of an in-focus state.

Object distance distribution of an image photographed
within an angle of view is obtained for each area by such a
distance measurement system as described above. This is
described below referring to the drawings.

FIG. 21 is a schematic diagram illustrating a status of
strobe photographing of an object using the digital camera
(image pickup apparatus) of the embodiment of the present
invention.

A wall 2101 includes a wall-hung clock 2102. A first per-
son 2103 stands before the wall 2101. A second person 2104
stands before the first person 2103 with respect to the wall
2101. In FIG. 21, body parts other than heads of the first and
second persons 2103 and 2104 are simplified by straight lines.
Photographing ranges 2105 and 2106 indicate angles of view.
FIG. 21 illustrates only the photographing lens 102 and the
image pickup element 103 of the digital camera 100. In the
image pickup element 103, an object image formed through
the photographing lens 102 is illustrated.

FIG. 22 is a schematic diagram illustrating an example of a
photographed image when strobe photographing of the object
illustrated in FIG. 21 is carried out. FIG. 22 illustrates an
image photographed by the image pickup element 103 as an
example. In FIG. 22, as in the case of FIG. 21, body parts
other than the head of the first person 2103 are simplified by
the straight lines.

FIG. 23 is a schematic diagram illustrating an example of
object distance distribution in the strobe photographing of the
object illustrated in FIG. 21. An angle of view 2301 indicates
an angle of view of the photographed image. The object
distance distribution of FIG. 23 is obtained by the pupil-
divided image phase difference distance measurement unit
106. In FIGS. 21 and 22, the body parts other than the head of
the first person 2103 are illustrated in the simplified manner.
In FIG. 23, however, the body parts are illustrated not in a
simplified manner.

In FIG. 23, a distance 2302 indicates a distance to the wall
2101. In the example of FIG. 23, a distance from the digital
camera 100 is 303 cm. A distance 2303 indicates a distance to
the wall-hung clock 2102. In the example of FIG. 23, a dis-
tance from the digital camera 100 is 300 cm.

Distances 2304 to 2308 indicate distances to the first per-
son 2103. In the example of FIG. 23, distances from the
digital camera 100 to the first person 2103 have distance
distribution of 200 cm to 206 cm. Distances 2309 to 2311
indicate distances to the second person 2104. In the example
of FIG. 23, distances from the digital camera 100 to the
second person 2104 have distance distribution of 100 cm to
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102 cm. FIG. 23 illustrates an x axis 2312 indicating a hori-
zontal position coordinate of the photographed image, and a
y axis 2313 indicating a vertical position coordinate of the
photographed image. Object distance distribution D of the
object can be represented by D(x, y).

Description of Strobe Light Distribution Characteristics

Next, strobe light distribution characteristics of the
embodiment of the present invention are described.

FIGS. 24A to 24E are schematic diagrams illustrating
strobe light distribution characteristics.

FIG. 24A is a perspective diagram schematically illustrat-
ing a relationship for far and near objects between light dis-
tribution of the strobe 111 and each of the photographing lens
102 and the image pickup element 103. FIG. 24B illustrates
horizontal light distribution characteristics D1 ofa flash of the
strobe 111, for the near object. FIG. 24C illustrates vertical
light distribution characteristics D2 of the flash of the strobe
111, for the near object. FIG. 24D illustrates horizontal light
distribution characteristics D3 of a flash of the strobe 111, for
the far object. FIG. 24E illustrates vertical light distribution
characteristics D4 of the flash of the strobe 111, for the far
object.

Specifically, FIGS. 24B and 24D illustrate light distribu-
tion characteristics in a range from a vertical surface includ-
ing an intersection point between a center axis 27 of light
distribution of the strobe 111 illustrated in FIG. 24A and a
near object surface 28a or a far object surface 284, to a
left-and-right direction. FIGS. 24C and 24E illustrate light
distribution characteristics in a range from a horizontal sur-
face including the intersection point between the center axis
27 of the light distribution of the strobe 111 illustrated in FIG.
24A and the near object surface 28a or the far object surface
28b, to an up-and-down direction.

Thus, the vertical surface including the intersection point
between the center axis 27 of light distribution and the object
surface illustrated in FIGS. 24B and 24D of light distribution
characteristics based on a flash hat 1114 matches a lens axis
29 of the photographing lens 102 (when the strobe 111 is
directly above the photographing lens 102).

However, the horizontal surface including the intersection
point between the center axis 27 of light distribution and the
object surface illustrated in FIGS. 24C and 24E deviates
upward from the near object surface 284 and downward from
the far object surface 285 as illustrated in FIG. 24A.

In this case, it is presumed that arrangement of the strobe
111 is laid out so that an optical axis of light distribution of the
strobe 111 and an optical axis of the photographing lens 102
can match each other in a horizontal direction (camera left-
and-right direction) and deviate from each other in a vertical
direction (camera up-and-down direction). It is also pre-
sumed that the optical axis of light distribution of the strobe
111 is tilted so that the optical axis of light distribution of the
strobe 111 and the optical axis of the photographing lens 102
can intersect each other in the vertical direction at a predeter-
mined distance. In other words, with respect to the lens axis
29 of the photographing lens 102, i.e., a center of the image
pickup element 103, the light distribution characteristics D2
move upward as illustrated in FIG. 24C in the case of the near
object, and the light distribution characteristics D4 move
downward as illustrated in FIG. 24E in the case of the far
object. This processing enables obtaining of highly accurate
strobe light distribution characteristics which take into con-
sideration parallax caused by a positional difference between
the photographing lens 102 as a camera main lens and the
strobe 111.

FIGS. 25A and 25B are schematic diagrams each illustrat-
ing an example of strobe light distribution characteristics
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based on a zoom position. FIG. 25A illustrates horizontal
strobe light distribution characteristics based on the zoom
position. FIG. 25B illustrates vertical strobe light distribution
characteristics based on the zoom position.

In FIG. 25A, an ordinate indicates a light amount of light
distribution of the strobe 111, while an abscissa indicates a
light spread range around the center axis 27 of light distribu-
tion of the strobe 111. Light distribution characteristics H
illustrated in FIG. 25A show a degree of light amount attenu-
ation around a horizontal direction with a light amount a of
the center axis 27 of light distribution being set to 100%.

In the degree of light amount attenuation of the horizontal
direction illustrated in FIG. 25A, as indicated by the light
distribution characteristics H, during photographing at a wide
end, a light amount is attenuated along a curve from a center
position of the light amount a to h1 in a left direction and to h4
in a right direction as illustrated in FIG. 25A. This attenuated
light amount is reflected on brightness of an object image
formed on an image pickup element 103w. During photo-
graphing at a tele end, a light amount is attenuated along a
curve from the center position of the light amount a to h2 in
the left direction and to h3 in the right direction as illustrated
in FIG. 25A. This attenuated light amount is reflected on
brightness of an object image formed on an image pickup
element 103z.

In FIG. 25B, an abscissa indicates a light amount of light
distribution of the strobe 111, while an ordinate indicates a
light spread range around the center axis 27 of light distribu-
tion of the strobe 111. Light distribution characteristics P
illustrated in FIG. 25B show a degree of light amount attenu-
ation around a vertical direction with a light amount a of the
center axis 27 of light distribution being set to 100%. Now,
consideration is given to a case where the optical axis of the
photographing lens 102 matches the centers of the image
pickup element 103 and the object surface. In this case, when
a center light amount of an object image formed on the image
pickup element 103 is 100%, light amounts received by indi-
vidual pixels arrayed from the center of the object image in
the vertical direction on the image pickup element 103 can be
calculated.

In the degree of light amount attenuation of the vertical
direction illustrated in FIG. 25B, as indicated by the light
distribution characteristics P, during photographing at the
wide end, a light amount is attenuated along a curve from the
center position of the light amount a to p1 in an upper direc-
tion and to p4 in a lower direction as illustrated in FIG. 25B.
This attenuated light amount is reflected on brightness of an
object image formed on the image pickup element 103w.
During photographing at the tele end, a light amount is attenu-
ated along a curve from the center position of the light amount
a to p2 in the upper direction and to p3 in the lower direction
as illustrated in FIG. 25B. This attenuated light amount is
reflected on brightness of an object image formed on the
image pickup element 103z

An attenuation amount of a light amount of a middle por-
tion between the horizontal and vertical directions is obtained
as data of a curve connecting the light distribution character-
istics H and P. FIGS. 25A and 25B illustrate the degrees of
light amount attenuation in association with the spread ranges
of light distribution characteristics, and thus sizes of the
image pickup elements 103w and 103t are different from each
other. Actually, however, the image pickup elements 103w
and 1037 indicate the same image pickup element 103.

The light distribution characteristics of the strobe 111
based on the object distance or the zoom position as described
above are arranged into a table as correction data (strobe light
distribution characteristic data) corresponding to a position of
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each pixel of the image pickup element 103, and stored
beforehand in, for example, the strobe light distribution char-
acteristic storing unit 112. Thus, according to the embodi-
ment of the present invention, the strobe light distribution
characteristic data stored in the strobe light distribution char-
acteristic storing unit 112 contains a zoom position of the
photographing lens 102. The strobe light distribution charac-
teristic storing unit 112 is, for example, a nonvolatile memory
such as a flash memory, and the strobe light distribution
characteristic data is stored beforehand in this predetermined
area.

The strobe light distribution characteristic data is repre-
sented by SY(D, Z, X, y), where D is an object distance, Z is
a zoom position of the photographing lens 102, x is a hori-
zontal coordinate, and y is a vertical coordinate. In this case,
in view of a memory capacity of the strobe light distribution
characteristic storing unit 112, when arrangement of strobe
light distribution characteristic data SY of all D, Z, x and y
into a table is difficult, for example, the following can be
implemented. Specifically, a method may be employed,
which stores strobe light distribution characteristic data SY of
discrete D, Z, x and y in a table, and obtains actual strobe light
distribution characteristics SY from a nearest value among
discrete D, Z, x and y by interpolation processing. For the
interpolation processing in this case, a bilinear method or a
bicubic method may be used.

Description of Interpolation Processing

Next, interpolation processing carried out by the correction
unit 113 is described.

First, interpolation processing when an in-focus state is not
taken into consideration is described.

FIG. 26 is a schematic diagram illustrating an example of
strobe light distribution characteristics.

In FIG. 26, strobe light distribution characteristics 2601
and 2602 indicate fixed-direction strobe light distribution
characteristics SY of a certain object distance D, a zoom
position Z, and a coordinate (X, y). In other words, light
distribution of the strobe 111 is bright at the center of an angle
of view, and is dark at the periphery because of insufficient
illumination.

FIG. 27 is a schematic diagram illustrating an example of a
correction gain in the case of the strobe light distribution
characteristics illustrated in FIG. 26. In FIG. 27, a correction
gain 2601' is for the strobe light distribution characteristics
2601 of FIG. 26, and a correction gain 2602' is for the strobe
light distribution characteristics 2602 of FIG. 26. A correc-
tion gain for correction to appropriate brightness can be rep-
resented by G(D, Z, X, y). In this case, for example, the
correction gain G(D, Z, X, y) can be defined as an inverse
number of the strobe light distribution characteristics SY(D,
Z.,%,y). Only the correction gain of one direction is illustrated
here. However, actual correction processing is carried out for
atwo-dimensional image area by the correction gain G(D, Z,
X, ¥).

Next, correction processing when object distance distribu-
tion in the photographed image is taken into consideration is
described.

For example, when photographing accompanied by light
emission of the strobe 111 is carried out in a picture compo-
sition illustrated in FIG. 21, an image similar to that illus-
trated in FIG. 22 is photographed. In this case, the second
person 2104 near the digital camera 100 is bright, the first
person 2103 away from the digital camera 100 is darker than
the second person 2104, and the wall 2101 and the clock 2102
more away therefrom are even darker. The object becomes
darker from the center to the peripheral portion thereof.
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In the case of such photographing as described above, an
object distance D varies from one coordinate (X, y) to another
in the photographed image. In this case, object distance dis-
tribution D(x, y) obtained from the pupil-divided image phase
difference distance measurement unit 106 becomes as illus-
trated in FIG. 23 as described above. The correction gain
calculation unit 113a obtains, using the object distance dis-
tribution D(X, y), strobe light distribution characteristics
SY(D(x, y), Z, x, y) for each object distance from the strobe
light distribution characteristics SY(D, Z, X, y) stored in the
strobe light distribution characteristic storing unit 112. Then,
the correction gain calculation unit 113« calculates a correc-
tion gain G(D(X, y), Z, X, y) based on the obtained strobe light
distribution characteristics.

FIG. 28 is a schematic diagram illustrating an example of a
photographed image when the object illustrated in FIG. 21 is
photographed. FIG. 28 is based on the photographed image
illustrated in FIG. 22, and illustrates a horizontal image por-
tion 2801 of the photographed image.

FIG. 29 is a schematic diagram illustrating an example of
object distance distribution of the horizontal image portion
2801 illustrated in FIG. 28. FIG. 29 illustrates object distance
distribution D(x, y) for an x coordinate of an abscissa of the
horizontal image portion 2801 illustrated in FIG. 28.

In FIG. 29, object distance distributions 2901 to 2903
indicate distance distributions of the wall 2101 from the digi-
tal camera 100. Object distance distribution 2904 indicates
distance distribution of the first person 2103 from the digital
camera 100, and object distance distribution 2905 indicates
distance distribution of the second person 2104 from the
digital camera 100.

FIG. 30 is a schematic diagram illustrating an example of a
correction gain in the horizontal image portion 2801 illus-
trated in FIG. 28. The correction gain illustrated in FIG. 30 is
a correction gain G(D(X, y), Z, X, y) obtained from the strobe
light distribution characteristics SY(D(X, y), Z, X, y) and the
object distance distribution D(x, y) illustrated in FIG. 29.

Correction gains 3001 to 3003 indicate correction gains
applied to the horizontal image portion 2801 of the wall 2101.
A correction gain 3004 indicates a correction gain applied to
the horizontal image portion 2801 of the first person 2103,
and a correction gain 3005 is a correction gain applied to the
horizontal image portion 2801 of the second person 2104.
Correction processing of the correction processing unit 1135
is carried out by multiplying image data of the horizontal
image portion 2801 by each correction gain G(D(X,y), Z, X,y)
illustrated in FIG. 30 according to an X coordinate of the
horizontal image portion 2801 of the photographed image
illustrated in FI1G. 28. Similarly, in the correction processing
of'the correction processing unit 1135, a correction gain G(D
(X,¥), Z, x,y) of each pixel is obtained for a two-dimensional
photographed image (X, y), and a corrected image (x, y) is
obtained by multiplying a corresponding photographed
image by the correction gain G(D(x, y), Z, X, y).

FIG. 31 is a schematic diagram illustrating an example of a
photographed image after correction processing of the pho-
tographed image illustrated in FIG. 22.

As described above, performing correction processing by
using the correction gain G based on the object distance
distribution D enables, even in the case of an object having
nonuniform distance distribution as illustrated in FIG. 23
with the picture composition illustrated in FIG. 21, obtaining
of a uniformly and appropriately bright photographed image
similar to that illustrated in FIG. 31.

Next, correction processing when an in-focus state is taken
into consideration is described.
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The correction gain calculation unit 113a can obtain a
degree of in-focus FL(Z, F, A, D) from zoom position infor-
mation Z and focus position information F obtained from the
lens control unit 107 and iris value information A obtained
from the exposure control unit 108. In this case, a depth of
object Df(Z, F, A, D1) determined to be in an in-focus state at
a certain degree of in-focus FL, or more is obtained. D
denotes an object distance, and D1 denotes an in-focus object
distance.

FIGS. 32 and 33 are schematic diagrams each illustrating
an example of a degree of in-focus FL(Z, F, A, D). FIG. 32
illustrates an open state of the iris 101 as compared with the
case of FIG. 33. In FIGS. 32 and 33, FL, 3202 and 3302
indicate degrees of in-focus at which determination of an
in-focus state is enabled, and D1 (3201, 3301) indicates an
in-focus object distance.

In this case, D2 (3203, 3303) indicates an in-focus limita-
tion of a front side, D3 (3204, 3304) indicates an in-focus
limitation of a rear side, and a range of from D2 (3203, 3303)
to D3 (3204, 3304) indicates a depth of object Df to enable
determination of an in-focus state. In the case of FIG. 32, the
depth of object Df is lower because the iris 101 is open as
compared with that of FIG. 33.

A degree of in-focus FL(Z, F, A, D(x, y)) can be obtained
for a coordinate (x, y) of the photographed image from the
degree of in-focus FL(Z, F, A, D) and the object distance
distribution D(x, y) described above.

FIG. 34 is a schematic diagram illustrating an example of a
degree of in-focus FL(Z, F, A, D(x, y)) for the horizontal
image portion 2801 illustrated in FIG. 28. It is presumed here
that the camera is focused on the first person 2103 illustrated
in FIG. 21.

Degrees of in-focus 3401 to 3403 indicate degrees of in-
focus FL(Z, F, A, D(x, y)) of the wall 2101. A degree of
in-focus 3404 indicates a degree of in-focus FL(Z, F, A,
D(x,y)) of the first person 2103, and a degree of in-focus 3405
indicates a degree of in-focus FL(Z, F, A, D(x, y)) of the
second person 2104.

Executing processing similar to the above enables obtain-
ing of a degree of in-focus FL(Z, F, A, D(X, y)) of the photo-
graphed image (%, y). Whether or not object distance distri-
bution D(x, y) is within the depth of object Df to enable
determination of an in-focus state can be determined. In other
words, an in-focus state can be discriminated from other
states.

Correction processing with consideration given to object
distance distribution D(x, y) and a degree of in-focus FL.(Z, F,
A, D(x,y)) is described.

FIG. 35 is a flowchart illustrating an example of a detailed
processing procedure in the image correction processing of
Step S6 illustrated in FIG. 2.

First, in Step S61, the correction processing unit 1135
initializes values of x and y of a coordinate (x, y) to O.

In Step S62, the correction processing unit 1135 deter-
mines whether or not an object distance D(x, y) of the coor-
dinate (X, y) is equal to or more than a predetermined distance
D,. In other words, in Step S62, the correction processing unit
1135 determines whether or not the object distance D(x, y) of
the coordinate (X, y) is equal to or less than a predetermined
threshold value. If a result of the determination shows that the
object distance D(X, y) is not equal to or less than the distance
D,, in other words, larger than the distance D, the process
proceeds to Step S65 without executing correction processing
for a pixel of the coordinate (x, y) of the photographed image.

On the other hand, if a result of the determination in Step
S62 illustrates that the object distance D(x, y) is equal to or
less than the distance Dy, the process proceeds to Step S63. In
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Step S63, the correction processing unit 1135 determines
whether or not a degree of in-focus FL(Z, F, A, D(x, y)) of the
coordinate (X, y) is equal to or more than FL, to enable
determination of an in-focus state. In other words, in Step
S63, the correction processing unit 1135 determines whether
or not the degree of in-focus FL(Z, F, A, D(x, y)) of the
coordinate (X, y) is equal to or more than a predetermined
threshold value. If a result of the determination illustrates that
the degree of in-focus FL(Z, F, A, D(x, y)) of the coordinate
(%,y) is not equal to or more than FL, (in other words, itis less
than FL;), determining that an in-focus state has not been set,
the correction processing unit 1135 proceeds to Step S65
without executing correction processing for the pixel of the
coordinate (X, y) of the photographed image.

If a result of the determination in Step S63 illustrates that
the degree of in-focus FL(Z, F, A, D(x, y)) of the coordinate
(X, y) is equal to or more than FL,, determining that an
in-focus state has been set, the correction processing unit
1134 proceeds to Step S64. In Step S64, the correction pro-
cessing unit 1135 carries out correction processing based on
the correction gain G(D(X, y), Z, X, y) obtained in Step S5 of
FIG. 2 for the pixel of the coordinate (x, y) of the photo-
graphed image.

In Step S65, the correction processing unit 1135 deter-
mines whether or not the coordinate (X, y) is a last pixel of the
photographed image. If a result of the determination illus-
trates that the coordinate (X, y) is not a last pixel of the
photographed image, the correction processing unit 1136
proceeds to Step S66. In Step S66, the correction processing
unit 1135 sets values of x and y of a next coordinate (x, y) to
return to Step S62. Then, until processing of a last pixel of the
photographed image, the correction processing unit 1136
repeats Steps S62 to S66.

On the other hand, if a result of the determination in Step
S65 illustrates that the coordinate (X, y) is a last pixel of the
photographed image, the processing of the flowchart (image
correction processing illustrated in FIG. 2) is finished.

FIG. 36 is a schematic diagram illustrating an example of
object distance distribution of the horizontal image portion
2801 illustrated in FIG. 28. FIG. 36 illustrates object distance
distribution D(x, y) for an x axis of an abscissa of the hori-
zontal image portion 2801 illustrated in FIG. 28. In FIG. 36,
components similar to those of FIG. 29 are denoted by similar
reference numerals.

Inthe object distance distribution D(X, y) illustrated in FI1G.
36, for example, when the above-mentioned distance Dy is a
distance 3601, distances of the wall 2101 are larger than the
distance Dy, (distance 3601) up to the object distance distri-
butions 2901 to 2903. Thus, corresponding pixels are not
targets of correction processing. On the other hand, the object
distance distribution 2904 of the first person 2103 and the
object distance distribution 2905 of the second person 2104
are equal to or less than the distance D, (distance 3601). Thus,
corresponding pixels are targets of correction processing.

As illustrated in Step S62 of FIG. 35, by targeting only
pixels in which object distance distribution D(x, y) is equal to
or less than D, for correction, for example, only strobe light
distribution to a nearest person during photographing in a
night view mode can be corrected, and background buildings
can be set outside targets of correction.

FIG. 37 is a schematic diagram illustrating an example of a
degree of'in-focus FL(Z, F, A, D(x, y)) of the horizontal image
portion 2801 illustrated in FIG. 28.

In FIG. 37, degrees of in-focus 3701 to 3703 indicate
degrees ofin-focus FL(Z, F, A, D(x, y)) of thewall 2101 in the
horizontal image portion 2801. A degree of in-focus 3704
indicates a degree of in-focus FL(Z, F, A, D(x, y)) of the first
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person 2103 in the horizontal image portion 2801, and a
degree of in-focus 3705 indicates a degree of in-focus F1(Z,
F, A, D(x, y)) of the second person 2104 in the horizontal
image portion 2801. It is presumed here, for example, that
FL, to enable determination of an in-focus state is FL, (3706)
illustrated in FIG. 37.

In this case, in Step S63, the degree of in-focus 3704 of the
first person 2103 (similar for the degree of in-focus 3701 to
3703 of the wall 2101) is less than FL.,(3706). Thus, a corre-
sponding pixel is not a target of correction processing. On the
other hand, the degree of in-focus 3705 of the second person
2104 is equal to or more than F1,(3706). Thus, a correspond-
ing pixel is a target of correction processing.

Executing the processing of Step S63 enables execution of
correction processing based on strobe light distribution char-
acteristics only to an object of an in-focus state. Through this
processing, a blurred object image area of an out-of-focus
state of the photographed image is set outside a target of
correction processing based on strobe light distribution char-
acteristics, and only an object image area determined to be in
an in-focus state can be subjected to correction processing.

Next, a menu setting example regarding correction pro-
cessing based on strobe light distribution characteristics is
described. FIGS. 38 and 39 are schematic diagrams each
illustrating an example of a menu setting screen regarding
correction processing based on strobe light distribution char-
acteristics. This menu setting screen is, for example, dis-
played on a display screen of the operation input unit 114
illustrated in FIG. 1 to receive an operation entry from an
operator (user).

First, the menu setting screen of FIG. 38 is described.

FIG. 38 illustrates an example of a menu setting screen for
setting whether to carry out correction processing based on
strobe light distribution characteristics for each photograph-
ing mode. In other words, the digital camera 100 of this
embodiment is configured so that the operator can specify
whether to correct the photographed image for each photo-
graphing mode via the operation input unit 114.

When a button 3801 is selected, the correction unit 113
sets, for all the photographing modes, nonexecution of cor-
rection processing (no correction) based on strobe light dis-
tribution characteristics. When the button 3801 is selected,
selections by other buttons are cleared.

When a button 3802 is selected, the correction unit 113
sets, for all the photographing modes, execution of correction
processing (there is correction) based on strobe light distri-
bution characteristics. When the button 3802 is selected,
selections by other buttons are cleared.

Buttons 3803 to 3806 are for setting whether to carry out
correction processing based on strobe light distribution char-
acteristics, for each photographing mode enabling photo-
graphing in the digital camera 100. In this case, various pho-
tographing modes selected by the buttons 3803 to 3806 are
separately set via the operation input unit 114 at, for example,
the time of actual photographing.

Specifically, when the button 3803 is selected, the correc-
tion unit 113 sets execution of correction processing based on
strobe light distribution characteristics when a photographing
mode of the digital camera 100 is an auto photographing
mode. When the button 3804 is selected, the correction unit
113 sets execution of correction processing based on strobe
light distribution characteristics when a photographing mode
of the digital camera 100 is a portrait photographing mode.
When the button 3805 is selected, the correction unit 113 sets
execution of correction processing based on strobe light dis-
tribution characteristics when a photographing mode of the
digital camera 100 is a night view photographing mode.
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When the button 3806 is selected, the correction unit 113 sets
execution of correction processing based on strobe light dis-
tribution characteristics when a photographing mode of the
digital camera 100 is a macrophotographing mode. When one
ofthe buttons 3803 to 3806 is selected in a selected state of the
button 3801 or 3802, setting by the selected button 3801 or
3802 is cleared.

When a button 3807 is selected, the correction unit 113
cancels settings selected by the respective buttons (3801 to
3806). When a button 3808 is selected, based on a currently
selected state, the correction unit 113 sets correction process-
ing based on strobe light distribution characteristics. In this
case, the correction unit 113 sets correction processing based
on strobe light distribution characteristics by, for example,
storing setting information set by the menu setting screen of
FIG. 38 in its own internal memory (e.g., internal memory of
the correction gain calculation unit 113a).

In the example of FIG. 38, the buttons 3804 and 3806 are
selected. Accordingly, when settings are made, in the case
where photographing modes of the digital camera 100 are a
portrait photographing mode and a macrophotographing
mode, correction processing based on strobe light distribution
characteristics is carried out.

The menu setting screen of FIG. 39 is described below.

FIG. 39 illustrates an example of a menu setting screen for
setting whether to carry out correction processing based on
strobe light distribution characteristics for each type of a
photographing lens 102. Setting by the menu setting screen of
FIG. 39 is effective in the case of an image pickup apparatus
in which a photographing lens is detachable or in the case of
an image pickup apparatus in which a conversion lens is
detachable. In other words, the digital camera 100 of this
embodiment is configured so that the operator can designate
whether to correct the photographed image for each type of
the photographing lens 102 via the operation input unit 114.

When a button 3901 is selected, the correction unit 113 sets
nonexecution of correction processing (no correction) based
on strobe light distribution characteristics for all photograph-
ing lens types. When the button 3901 is selected, selections by
other buttons are cleared.

When a button 3902 is selected, the correction unit 113
sets, for all the photographing lens types, execution of cor-
rection processing (there is correction) based on strobe light
distribution characteristics. When the button 3902 is selected,
selections by other buttons are cleared.

Buttons 3903 to 3906 are for setting whether to carry out
correction processing based on strobe light distribution char-
acteristics, for each type of a photographing lens 102 loaded
on the digital camera 100. In this case, various types of
photographing lenses 102 selected by the buttons 3903 to
3906 are separately set via the operation input unit 114 at, for
example, the time of loading the photographing lenses 102 on
the image pickup apparatus.

Specifically, when the button 3903 is selected, the correc-
tion unit 113 sets execution of correction processing based on
strobe light distribution characteristics when a type of a pho-
tographing lens 102 is a standard lens. When the button 3904
is selected, the correction unit 113 sets execution of correc-
tion processing based on strobe light distribution character-
istics when a type of a photographing lens 102 is a telescopic
lens. When the button 3905 is selected, the correction unit 113
sets execution of correction processing based on strobe light
distribution characteristics when a type of a photographing
lens 102 is a wide-angle lens. When the button 3906 is
selected, the correction unit 113 sets execution of correction
processing based on strobe light distribution characteristics
when a type of a photographing lens 102 is a macrolens.
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‘When one of the buttons 3903 to 3906 is selected in a selected
state of the button 3901 or 3902, setting by the selected button
3901 or 3902 is cleared.

When a button 3907 is selected, the correction unit 113
cancels settings selected by the respective buttons (3901 to
3906). When a button 3908 is selected, based on a currently
selected state, the correction unit 113 sets correction process-
ing based on strobe light distribution characteristics. In this
case, the correction unit 113 sets correction processing based
on strobe light distribution characteristics by, for example,
storing setting information set by the menu setting screen of
FIG. 39 in its own internal memory (e.g., internal memory of
the correction gain calculation unit 113a).

In the example of FIG. 39, the buttons 3903 and 3905 are
selected. Accordingly, when settings are made, in the case
where types of photographing lenses 102 are a standard type
and a wide-angle type, correction processing based on strobe
light distribution characteristics is carried out.

The photographing modes and the types of the photograph-
ing lenses 102 illustrated in FIGS. 38 and 39 are only
examples. Other photographing modes and other types of
photographing lenses 102 can be applied similarly to this
embodiment described above. The menu setting screens are
also only examples, and settings by other similar menu rep-
resentations may be employed.

FIG. 40 is a flowchart illustrating an example of proceeding
processing to the flowchart of FIG. 2 when various settings
are made by the menu setting screens illustrated in FIGS. 38
and 39.

When there are settings made by the menu setting screens
of FIGS. 38 and 39, after an end of Step S1 of FIG. 2, the
process proceeds to Step S10 illustrated in FIG. 40. In Step
S10, the correction unit 113 determines whether a current
photographing mode of the digital camera 100 is a photo-
graphing mode, which is set on the menu setting screen of
FIG. 38, for executing correction processing based on strobe
light distribution characteristics. In this case, for example, the
correction unit 113 makes the determination by reading set-
ting information set on the menu setting screen of FIG. 38 and
stored in its own internal memory.

Ifaresult ofthe determination in Step S10 indicates that the
current photographing mode of the digital camera 100 is not
a photographing mode set in FIG. 38 to execute correction
processing based on strobe light distribution characteristics,
the correction unit 113 proceeds to Step S9 of FIG. 2 to finish
the processing.

On the other hand, if a result of the determination in Step
S10 indicates that the current photographing mode of the
digital camera 100 is a photographing mode set in FIG. 38 to
execute correction processing based on strobe light distribu-
tion characteristics, the correction unit 113 proceeds to Step
S11.

In Step S11, the correction unit 113 determines whether a
type of a photographing lens 102 currently loaded on the
digital camera 100 is a photographing lens set in FIG. 39 to
execute correction processing based on strobe light distribu-
tion characteristics. In this case, for example, the correction
unit 113 makes the determination by reading setting informa-
tion set on the menu setting screen of FIG. 39 and stored in its
own internal memory.

Ifaresult ofthe determination in Step S11 indicates that the
type of the photographing lens 102 currently loaded on the
digital camera 100 is not a photographing lens set in FIG. 39
to execute correction processing based on strobe light distri-
bution characteristics, the correction unit 113 proceeds to
Step S9 of FIG. 2 to finish the processing.
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On the other hand, if a result of the determination in Step
S11 indicates that the type of the photographing lens 102
currently loaded on the digital camera 100 is a photographing
lens set in FIG. 39 to execute correction processing based on
strobe light distribution characteristics, the correction unit
113 proceeds to Step S9 of FIG. 2. Then, in this case, pro-
cessing to proceed to Step S2 of FIG. 2 is executed to carry out
correction processing based on strobe light distribution char-
acteristics.

This embodiment has been described by way of the
example of the image pickup apparatus where the conversion
lens can be loaded or the photographing lens 102 can be
detachably loaded. In the case of an image pickup apparatus
where a photographing lens 102 is fixed, setting regarding a
type of a photographing lens illustrated in FIG. 39 is made
unnecessary. In this case, processing in Step S11 of FIG. 40 is
unnecessary.

According to this embodiment, a distance from the object
is measured for each image area of the photographed image,
and the measured distance is reflected to correct the photo-
graphed image. Thus, local radiation distribution unevenness
caused by a strobe can be removed from an image photo-
graphed by using the strobe. In other words, this embodiment
enables adaptive brightness correction even for a nonlinear
image area of the photographed image.

The Steps of FIGS. 2, 35, and 40 illustrating the control
method of the digital camera (image pickup apparatus) 100 of
this embodiment are realized by executing a program stored
in a RAM or a ROM via a CPU of a computer. This program
and a computer-readable recording medium recording the
program are within the present invention.

Specifically, the program is, for example, stored in a
recording medium such as a CD-ROM, or supplied to the
computer via various transmission media. As the recording
medium recording the program, in addition to the CD-ROM,
aflexible disk, a hard disk, a magnetic tape, a magneto-optical
disk, or a nonvolatile memory card can be used. As the trans-
mission medium of the program, acommunication medium in
a computer network (LAN, WAN of the Internet, or radio
communication network) system for propagating program
information as a carrier wave to supply the program can be
used. As a communication medium in this case, a wire line
such as an optical fiber or a wireless line is available.

The present invention is not limited to the mode of realizing
the functions of the digital camera (image pickup apparatus)
100 of this embodiment by executing the supplied program
via the computer. When the program cooperates with an oper-
ating system (OS) operating in the computer or other appli-
cation software to realize the functions of the digital camera
(image pickup apparatus) 100 of this embodiment, the pro-
gram is within the present invention. When all processing
operations of the supplied program or a part thereof'is carried
out by a function expansion board or a function expansion
unit of the computer to realize the functions of the digital
camera (image pickup apparatus) 100 of this embodiment, the
program is within the present invention.

While the present invention has been described with refer-
ence to exemplary embodiment, it is to be understood that the
invention is not limited to the disclosed exemplary embodi-
ment. The scope of the following claims is to be accorded the
broadest interpretation so as to encompass all such modifica-
tions and equivalent structures and functions.

This application claims the benefit of Japanese Patent
Application No. 2008-074460, filed Mar. 21, 2008, which is
hereby incorporated by reference herein in its entirety.
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The invention claimed is:

1. An image pickup apparatus having an image pickup unit
comprising:

a first obtaining unit configured to obtain a visual image
converted by the image pickup unit from an optical
image of an object formed by an optical unit;

a second obtaining unit configured to obtain measurement
signals for measuring information corresponding to dis-
tance of the object, wherein the measurement signals are
generated by the image pickup unit converting optical
images of the object into electric signals;

a calculating unit configured to calculate a two-dimen-
sional distribution corresponding to the distance of the
object in the visual image by measuring the information
using the measurement signals;

a storing unit configured to store light distribution charac-
teristic data regarding light distribution characteristics
of a light emitting unit; and

a correction unit configured to correct the visual image on
the basis of the information included in the two-dimen-
sional distribution calculated by the calculating unit and
the light distribution characteristic data corresponding
to each information included in the two-dimensional
distribution.

2. The image pickup apparatus according to claim 1,
wherein the correction unit corrects a plurality of areas of the
visual image on each area basis in accordance with the infor-
mation included in the two-dimensional distribution of each
area.

3. The image pickup apparatus according to claim 1,
wherein the second obtaining unit obtains the measurement
signals from electric signals converted from the optical image
of the object pupil-divided by the optical unit.

4. The image pickup apparatus according to claim 1,
wherein the image pickup element includes a first converting
unit for obtaining the visual image and a second converting
unit for obtaining the measurement signals, each having pix-
els two-dimensionally arranged on the same plane.

5. The image pickup apparatus according to claim 1,
wherein the correction unit corrects the visual image by tak-
ing, as the light distribution characteristic data, a zoom posi-
tion of the optical unit into consideration in addition to the
information.

6. The image pickup apparatus according to claim 1, fur-
ther comprising an iris for adjusting an amount of light inci-
dent on the optical unit,

wherein the correction unit obtains a degree of in-focus
with respect to each distance included in the two-dimen-
sional distribution by using a zoom position and a focus
position of the optical unit and an iris value of the iris,
and corrects the visual image according to the degree of
in-focus.

7. The image pickup apparatus according to claim 6,
wherein the correction unit corrects only an image area of a
degree of in-focus equal to or more than a predetermined
threshold value among the degree of in-focus obtained for
each image area.

8. The image pickup apparatus according to claim 1,
wherein the correction unit corrects only an image area within
the distance of the object equal to or less than a predetermined
threshold value among the distances included in the two-
dimensional distribution calculated by the calculating unit.

9. The image pickup apparatus according to claim 1, fur-
ther comprising an input unit which enters a photographing
mode regarding photographing of the object,

wherein the correction unit determines whether to correct
the visual image according to the photographing mode
entered with the input unit.
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10. The image pickup apparatus according to claim 9,
wherein the input unit allows an operator to designate
whether to correct the visual image for each photographing
mode.

11. The image pickup apparatus according to claim 1,
further comprising an input unit which enters a type of the
optical unit,

wherein the correction unit determines whether to correct
the visual image according to the type of the optical unit
entered with the input unit.

12. The image pickup apparatus according to claim 11,
wherein the input unit allows an operator to specify whether
to correct the visual image for each type of the optical unit.

13. The image pickup apparatus according to claim 1,
wherein the calculating unit calculates the two-dimensional
distribution in the visual image on a predetermined distance
basis on the basis of the distance from the measurement
signals.

14. A control method for an image pickup apparatus
including an image sensor and a storing unit which stores
light distribution characteristic data regarding light distribu-
tion characteristics of a light emitting unit, the control method
comprising:

a first obtaining step of obtaining a visual image converted
by the image sensor from an optical image of an object
formed by an optical unit;

a second obtaining step of obtaining measurement signals
for measuring information corresponding to distance of
the object, wherein the measurement signals are gener-
ated by the image sensor converting optical images of
the object into electric signals;

a calculating step of calculating a two-dimensional distri-
bution corresponding to the distance of the object in the
visual image by measuring the information using the
measurement signals; and

a correction step of correcting the visual image on the basis
of the information included in the two-dimensional dis-
tribution calculated in the calculating step and the light
distribution characteristic data corresponding to each
information included in the two-dimensional distribu-
tion.

15. The non-transitory computer-readable storage medium
storing program code for causing a computer to execute the
control method according to claim 14.

16. An image pickup apparatus having an image pickup
unit, comprising:

a first obtaining unit configured to obtain a visual image
converted by the image pickup unit from an optical
image of an object formed by an optical unit;

a second obtaining unit configured to obtain measurement
signals for measuring information corresponding to dis-
tance of the object, wherein the measurement signals are
generated by the image pickup unit converting optical
images of the object into electric signals;

a calculating unit configured to calculate a two-dimen-
sional distribution corresponding to the distance of the
object in the visual image by measuring the information
using the measurement signals;

a storing unit configured to store light distribution charac-
teristic data regarding light distribution characteristics
of a light emitting unit;

a correction unit configured to correct the visual image on
the basis of the information included in the two-dimen-
sional distribution calculated by the calculating unit and
the light distribution characteristic data corresponding
to each information included in the two-dimensional
distribution; and
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an input unit which enters a type of the optical unit,

wherein the correction unit determines whether to correct
the visual image according to the type of the optical unit
entered with the input unit.

17. An image pickup apparatus comprising:

an image pickup unit which converts optical images of an
object formed by an optical unit into electric signals;

an obtaining unit which obtains a visual image regarding
photographing of the object from the electric signals,
wherein the image pickup unit and the obtaining unit are
disposed on a same image sensor;

a calculating unit which calculates a two-dimensional dis-
tribution corresponding to distance of the object in the
visual image by measuring information corresponding
to the distance of the object using the electric signals
converted from optical images which respectively pass
through different pupils;

a storing unit which stores light distribution characteristics
data regarding light distribution characteristics of a light
emitting unit; and

a correction unit which corrects the visual image on the
basis of the information included in the two-dimensional
distribution calculated by the calculating unit and the
light distribution characteristic data corresponding to
each information included in the two-dimensional dis-
tribution.

18. An image processing apparatus comprising:

a first obtaining unit configured to obtain a visual image
converted by an image pickup unit from an optical image
of an object formed by an optical unit;

a second obtaining unit configured to obtain measurement
signals for measuring information corresponding to dis-
tance of the object, wherein the measurement signals are
generated by the image pickup unit converting optical
images of the object into electric signals;

a calculating unit configured to calculate a two-dimen-
sional distribution corresponding to the distance of the
object in the visual image by measuring the information
using the measurement signals;

a storing unit configured to store light distribution charac-
teristic data regarding light distribution characteristics
of a light emitting unit; and

a correction unit configured to correct the visual image on
the basis of the information included in the two-dimen-
sional distribution calculated by the calculating unit and
the light distribution characteristic data corresponding
to information included in the two-dimensional distri-
bution.

19. The image processing apparatus according to claim 18,
wherein the correction unit corrects a plurality of areas of the
visual image on an each area basis in accordance with the
information included on the two-dimensional distribution of
each area.

20. The image pickup apparatus according to claim 1,
wherein the calculating unit measures a defocus amount
between the measurement signals.

21. The image pickup apparatus according to claim 1,
wherein the calculating unit measures a phase difference
between the measurement signals.

22. The image processing apparatus according to claim 18,
wherein the calculating unit measures a defocus amount
between the measurement signals.

23. The image processing apparatus according to claim 18,
wherein the calculating unit measures a phase difference
between the measurement signals.
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